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Abstract. We investigate Hydrogen Enhanced Dislocation Glide [HEDG], using n-fold way Kinetic Monte
Carlo simulations of the interaction between hydrogen and 90◦ partial dislocations in silicon, and a range of
new density functional calculations. We examine two different hydrogen arrival species, as well as hydrogen
recombination at the dislocation. The Monte Carlo simulations use a line-wise description of the dislocation
line parameterized using density functional calculations of migration and formation energies of various
dislocation line defects and their complexes with hydrogen.
From this we suggest that the rate of H2 expulsion from the dislocation core increases as we approach
HEDG, but that if the concentration of the hydrogen species goes beyond that required for HEDG it
then slows dislocation motion by choking the line with defects comprised of two hydrogen atoms in a
reconstruction bond. A ‘dislocation engine’ model is proposed whereby hydrogen enters the dislocation
line, catalyses motion, and is expelled along the core as H2.

PACS. 61.72.Hh Indirect evidence of dislocations and other defects (resistivity, slip, creep, strains, internal
friction, EPR, NMR, etc.) – 61.72.Bb Theories and models of crystal defects – 61.72.Lk Linear defects:
dislocations, disclinations

1 Introduction

The problem of dislocations in semiconductors is coming
into the capabilities of modern hybrid computing tech-
niques. These use static first principle calculations of sig-
nificant processes to parameterize kinetic Monte Carlo
models of large scale processes. Following on from our pre-
vious work [1,2] on the 90◦ partial dislocation in silicon,
we now present work on Hydrogen Enhanced Dislocation
Glide [HEDG] in the same system. We use the same line-
wise description of the dislocation line in an n-fold way
kinetic Monte Carlo [nkMC] simulation, but add further
defect structures and many more interactions to introduce
hydrogen into the system.

Hydrogen in silicon was originally considered a low
concentration impurity whose primary rôle in the passi-
vation of electrically active defects [3,4]. This is partly
because hydrogen in silicon is difficult to detect using
standard techniques, such as Fourier Transform Infra-Red
[FTIR] and Raman Spectroscopy. More recent work sug-
gests silicon wafer samples may contain hydrogen concen-
trations which equal that of acceptors and largely ex-
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ceeds that of donors in highly doped materials (impu-
rity concentration Ni ≥ 1017 cm−3), while it is always
greater than the dopant concentration in low doped ma-
terial (Ni ≤ 1015 cm−3) [5].

As well as its electronic rôle, hydrogen has become
an important silicon dopant for its mechanical proper-
ties. Hydrogen has assumed industrial importance in sili-
con wafer technology through the use of ion implantation
techniques, notably the SmartCutTM process [6] used in
silicon-on-insulator technology. In this case a dense layer
of hydrogen is implanted into silicon and annealed, where-
upon fractures form along the implantation plane leaving
an atomically smooth surface. In addition implanted hy-
drogen can form platelets [7].

Work by Yamashita et al. on hydrogen implanted sam-
ples showed that hydrogen has a strong effect on disloca-
tion mobility, lowering the activation barrier to motion for
dislocations [8] from 2.2 eV to 1.2 eV. These processes (e.g.
SmartCut and HEDG) may prove to be closely linked, as
the SmartCut process has been shown to have a similar
activation energy [9] ∼1.2 eV.

Furthermore, studies of H-plasma-treated dislocated
silicon [10] show that dislocations, in common with some
point defects [5], act as recombination sites for H atoms
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to form H2 molecules. It is clear from all these effects that
hydrogen is able to interact with its silicon host and di-
rectly affect its mechanical behaviour. Although recent
ab initio results point the way to various atomic scale pro-
cess for such interactions [11], there has yet to be devel-
oped a coherent picture of the atomic scale processes and
their interaction, for hydrogen and dislocations in silicon.

In this paper we present results from new ab initio
density functional calculations for different interactions
between hydrogen and silicon dislocation cores. We then
present a number of nkMC simulations of hydrogen ef-
fected dislocation motion, using our line-wise description
of the dislocation line. The nkMC is parameterized using
the new ab initio data presented here and that given in the
work of Ewels et al. [11] and Öberg et al. [12]. These simu-
lations allow comparison between two different hydrogen-
dislocation line combination scenarios: either atomic hy-
drogen arriving at the line and forming a silicon bond
centred hydrogen atom or as molecular hydrogen under
going a similar process. We then study the effectiveness
of the dislocation as a site for hydrogen recombination in
each case.

From this we acquire evidence to suggest that bond
centred atomic hydrogen trapped on the dislocation line
may be the main driving defect for HEDG. Also, once a
critical concentration of mobile hydrogen has been reached
for HEDG, any further increase appears to kill the HEDG
effect. Further, there is an increase in hydrogen recombi-
nation while HEDG is taking place.

2 Experimental background

The introduction of hydrogen to silicon reduces the ac-
tivation barrier for dislocation motion from 2.2 eV to
1.2 eV, as well as reducing the prefactor by orders of mag-
nitude [8]. HEDG has this in common with the related
radiation enhanced dislocation glide [REDG] [13]. In their
work, Yamashita et al. observed the dislocation velocity
after a pre-hydrogenation treatment at 500 ◦C for 1 h, in
a temperature range of 390 ◦C to 480 ◦C. Without H:

νdis = 7 × 105 ms−1 exp
(
−2.2 eV

kBT

)
; (1)

with H:

νdis = 2 ms−1 exp
(
−1.2 eV

kBT

)
. (2)

No enhancement effect was observed above 500 ◦C. The
necessity for the pre-hydrogenation step has lead to the
suggestion [13] that the hydrogen incorporates as a com-
plex with some defect, which has to be present for HEDG
to take place. This hydrogen then interacts with the line
to alter the saddle point of their migration barrier. This
hydrogen-complex would be unstable above 500 ◦C, how-
ever the nature of this defect is unclear. This would be
similar to the effect proposed for H-enhanced oxygen dif-
fusion in silicon [14].

A variety of defect structures are possible at a recon-
structed dislocation core, notably ‘kinks’ which are atomic

scale steps in the dislocation line between one Peierls val-
ley and the next, and ‘solitons’ or anti-phase defects, local
dangling bond sites that lie at the interface between two
sections of dislocation line which have undergone bond re-
construction in different directions. These defects are dis-
cussed further in our previous work [2]. Hydrogen is able
to complex with both these defect species as well as with
the reconstructed Si–Si bonds along the dislocation core.

The lowered prefactor, at higher hydrogen concentra-
tion, is thought to arise from the low mean-free path of
non H-soliton kink complexes under a substantial flux of
H atoms. One possible explanation for HEDG is that if the
introduction of hydrogen causes a reduction in the soliton
formation energy, soliton density would increase [15]. As a
result, the formation rate of kink pairs would increase and
thus also dislocation velocity. This suggestion is supported
by the fact that the HEDG effect only occurs in elemental
semiconductors (Si, Ge), and is absent for α-dislocations
in GaAs. Within this context, this would be due to the
lack of solitons along α-dislocations as GaAs only weakly
reconstructs [12,13].

As mentioned in the introduction the smart-cut pro-
cess also has a 1.2 eV activation energy within a hydro-
gen implanted silicon system, suggesting that dislocations
may control this process as well. This is further supported
by the observation that the smart-cut process does not al-
ways lead to a clean separation on one plane; instead it can
lead to blisters forming. This is avoided by leaving a thick
slab of silicon on top. Again this seems to fit dislocation
theory and not other explanations provided, for example
z-direction Ostwald ripening [16,17]. If the hydrogenated
stacking fault region can separate due to the proximity
of the crystal surface and thus release its strain, then it
can bubble and take on H2 molecules. If this z-direction
expansion is constrained due to thicker material then it is
forced to remain as a hydrogenated dislocation [18,19].

Hence we can suggest why the barrier to smart cut is
1.2 eV (hydrogen enhanced dislocation motion) and why
the smart cut process is harder in GaAs with its lack of
dislocation core reconstruction.

3 The nkMC model

We take on board the idea of multi-scale modelling. Since
the computational cost to model an entire dislocation line
system at an ab initio level is too high, we use local energy
calculations for localized structures and then use these to
generate parameters for a large scale algorithmic model.

As in our previous work on silicon dislocation dynam-
ics [1,2], the evolution of the line is achieved via an n-fold
way kinetic Monte Carlo [nkMC] [20–24], sometimes called
the fast kinetic Monte Carlo[fkMC] [22]. This is parame-
terized using data previously calculated [11,12], and some
new calculations described later.

Dislocation segments are assumed to lie in Peierls min-
ima. The lattice in our nkMC simulations has infinite ex-
tent in the direction of motion, whilst periodic perpendicu-
lar to it we simulate a dislocation line 1000 re-construction
bonds long with periodic boundary conditions. The line
moves due to the effects of thermal fluctuation and an
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Table 1. Defect structures and their migration barriers used in nkMC simulations.

Defect Width Migration Barrier/eV Source

kink step up/down 0 1.75 Öberg et al. [12]
kink-soliton complex 0 0.29 Ewels et al. [11]

soliton 1 0.15 Ewels et al. [11]
hydrogenated soliton 1 1.05 Ewels et al. [11]

2H in a reconstruction bond (H2BC) 1 ∞ assumption
Kink-H soliton complex 0 1.16 Ewels et al. [11]

Bond Centred Hydrogen (HBC) 1 0.295 new calculation
kink-HBC complex 0 1.16 assumption

=Kink-H soliton complex
kink-H2BC complex 0 ∞ assumption

applied stress. The initial state of the line in all cases
is taken to be the perfectly straight single period recon-
struction [25,26]. There is also a suggested double period
reconstruction [27] for the lowest energy state of the line.
However, as the structure will break up as the line moves,
our initial choice of starting state should not greatly affect
the overall conclusions.

In nkMC [20,21], each event i has a rate ri calculated
for it,

ri = ω0 exp(−∆Ei/kBT ) (3)

where ∆Ei = the energy barrier of event i and ω0 = the
attempt frequency, for which in most cases we use the
silicon Debye frequency [28] ≈1.56× 1013 Hz. These rates
act as probabilities, and their sum determines the time
until the next event.

Instead of trying random events at each time step and
accepting them based on a Boltzmann-like criterion, e.g.
the Metropolis algorithm [29], we carry out an event m
from all the events M at each MC step, such that

∑m−1
i=0 ri∑M
i=0 ri

< ξ1 <

∑m
i=0 ri∑M
i=0 ri

(4)

where ξ1 is a random number in the range (0, 1). The time
increment dt, for each Monte Carlo [MC] step is dynamic
and stochastic, and given by

dt = − ln ξ2∑M
i=0 ri

(5)

where ξ2 is a second random number in the range (0, 1).
In the standard description of a dislocation line in an

MC simulation [30,31], the line is a fixed number of sites
long. Each site i has a height Hi associated with it, giving
the distance travelled by the dislocation line at that site
under the stress. Changes in height between neighbouring
sites are assumed to indicate a kink between them. We
call this the point-wise description.

Meanwhile, Line-wise is our more flexible descrip-
tion [1,2], and is similar to that of Cai et al. [32,33], in that
the line is now described by a variable number of sections.
Each section j is described by its length Lj reconstruc-
tion bonds and height Hj . However, we also state which
defect structure the section ends with Ej , i.e. a positive
or negative kink, soliton, etc. A fuller description and the

gains in efficiency of line-wise can be found in our previous
work [2].

At a high population of defect structures, the distinc-
tion between defects located at reconstructed bond sites
along the dislocation core and those lying between such
sites becomes more important. This is incorporated in the
simulations by defining a width for each defect. Kinks and
other inter-reconstruction bond defects are width zero,
and must keep at least one reconstruction bond apart from
other zero width defects. Solitons and other defects that
take up a reconstructed bond or bonds are of width one
or more, and may abut other defects. A list of all de-
fects used, their migration barriers and their widths can
be found in Table 1.

Our description of our model is perhaps slightly mis-
leading here. Strictly speaking our kinks are not zero
width, they just do not use up a reconstruction bond along
the line. Their width is defined by the atomic structures
output from the DFT calculation [11]. From the DFT cal-
culations we can see that the presence of a kink has a
minor modification on the silicon bond lengths and an-
gles in neighbouring sites. However such distortions are
small, and we have not incorporated them in the Monte
Carlo simulation. To do so we would need to include an
additional set of moves associated with all possible de-
fects in these kink-neighbour sites, which would lead to
an explosion in the range of possible moves. In the case
of finite width kinks for other dislocation types, where
the kink takes multiple sites along the line, this could be
implemented in our model with kink defects with widths
greater than 1; however this would lead to an even further
increase in the number of different move types to be incor-
porated and would quickly become impractical. It can be
seen that this method of point kink structures along the
line is clearly not be applicable for handling delocalized
kinks with no clearly defined localised atomic structure,
as seen in low Peierls stress materials such as for example
copper.

The applied stress is implemented via a bias on the
activation energies ∆Ei → ∆Ei±s depending on whether
the line is moved with or against the stress, where

s = σblh (6)

and σ = applied stress, b = magnitude of Burgers vec-
tor of the dislocation, l = length of section moving (i.e.
dislocation line repeat distance) and h = height change.
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This gives an s ≈ 0.013 eV for a stress of 70 MPa acting
on the 90◦ partial dislocation in silicon. So as to approx-
imately match the work of Yamashita [8], we have taken
this as the applied stress in all the simulations in this
work.

To clarify this bias, if a kink step up moved to the
right its migration barrier (as stated in Tab. 1) would be
decreased by s, as it would move a section of line forward
with the stress, whilst if it moved to the left it would have
a barrier of 1.75 + s, as it would be moving a section of
line back against the applied stress. Commensurately, the
creation of a kink step up-kink step down pair would have
its barrier decreased by s, whilst a kink step down-kink
step up pair would have its barrier increased.

3.1 The moves from defects on the line

A move in a Monte Carlo sense is an event that can take
place within the simulation. In this section we describe
the process by which we built up the moves implemented
in our nkMC simulations, from the defect structures in-
cluded. These are in addition to the migration moves
shown in Table 1.

The first defect structures needed to model disloca-
tion glide are a kink step up and a kink step down. A
dislocation line does not move forward in a single step,
but instead by the thermally activated process of throw-
ing forward line segments, generating a kink step up and
step down pair. These are then forced apart by an exter-
nal applied stress, and so the dislocation moves into the
next Peierls valley.

There is much evidence for the existence of such kinks
from pulse deformation, internal friction [34], weak-beam
electron microscopy, and spectroscopy [35,36]. This leads
to the moves in Section a of Table 2, barriers for which are
taken from the calculations of Öberg et al. [12], although
quoted here to higher accuracy.

Next, we add solitons. This concept was first proposed
by Hirsch [25]; the nomenclature is not universal and other
names such as phase-switching defects, anti-phase defects
and flips are also used. Depending on its reconstruction
a 90◦ partial core has two phases, depending on which
direction the reconstruction bonds form. At phase inter-
faces, there are anti-phase defects [37] which we refer to
here as solitons [15] with a 1.4 eV formation energy. The
soliton is an under-coordinated silicon atom, a free-radical
in chemical nomenclature, and hence highly reactive and
able to migrate rapidly along the line as their migration
barrier is only 0.15 eV. The dangling bond of the soliton
can catalyze kink formation, and so greatly reduces its
energy barrier.

Solitons are incorporated through three additional de-
fect structures: soliton-kink step up complex, soliton-kink
step down complex and the soliton itself.

We take further calculations [11] to parameterize the
soliton moves, shown in Section b of Table 2, as well
as moves that allow kinks to move into/out of soli-
tons and vice-versa, producing/splitting kink-soliton com-
plexes. We assume no binding energy between solitons and
kinks. This means that they can pass through each other

or move together, using the migration barrier of the mov-
ing part of the defect complex.

In our previous work [2], upon addition of solitons we
saw a minimal change in system behaviour. However when
we fixed their population at an elevated level, they greatly
affected line motion, even without a kink-soliton bind-
ing energy. This is because although the formation energy
(Fk) of a soliton is a thermally accessible 1.4 eV, they are
created in pairs due to topological constraints. The time
averaged concentrations of the solitons and kink-soliton
complexes in these simulations were infinitesimal. They
only appeared fleetingly and then were rapidly annihi-
lated, being unable to maintain their thermal equilibrium
concentration within the time frame of the simulation.

It is clear then that some process is required to either
decrease the activation energy for the formation of solitons
or prevent them from annihilating, if they are to play an
important rôle in dislocation motion. In HEDG, solitons
may become more important, as hydrogen could lower the
formation energy of a soliton pair, and also obstruct an-
nihilation by saturating one of the solitons.

We next add hydrogenated solitons (Hsol) and hydro-
genated soliton-kink step up/down complexes, i.e. soliton
defects with their dangling bonds pacified by hydrogen.
These are taken from the calculations of Ewels et al. [11],
given in Section c of Table 2.

In addition to these moves there are also those for the
annihilation of kink pairs. These are taken to be equiv-
alent to the migration of the individual components, as
we do not consider any kink-kink repulsion. If one of the
kinks are complexed, the item it is complexed with will
remain. We also allow for the creation of a H2BC -defect
(two hydrogen atoms in the same reconstruction bond),
which occurs when a hydrogen containing defect runs into
another.

3.2 Hydrogen arrival at the dislocation line

Bond centred hydrogen (HBC) in bulk silicon dilates the
Si–Si bond and hence atomic hydrogen will preferentially
sit in the dilated reconstruction bonds at the dislocation
core. H2 lies at the tetrahedral interstitial site in bulk Si,
and will preferentially sit in the large channel of the dis-
location core. In general, both H2 and atomic hydrogen
should be caught in the long-range strain field of the dis-
location.

In addition H2 can in principle occupy a Si–Si bond
centre and dissociate to form a pair of Si–H bonds. In
bulk silicon this is unstable with respect to molecular H2

in interstitial voids, since the Si–H..H–Si bonding either
causes massive expansion along the Si–Si bond direction
or else lattice shear to displace the pair of Si–H bonds.
This lattice shear occurs naturally at the core of the 90◦
partial dislocations in silicon and hence the binding energy
of a H2 molecule to a reconstructed Si–Si bond in the 90◦
partial core will be more energetically favourable than in
the bulk.

The rates for moves due to the influx of hydrogen
species on to the dislocation line were constructed using
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Table 2. Selection of moves from the HEDG nkMC model.

Section Move description Barrier eV Source

a creation of a kink pair 1.92 Öberg et al. [12]
=2FK + WM

annihilation of a kink pair 1.75 Öberg et al. [12]
=WM

b formation of a kink pair 0.29 Ewels et al. [11]
at a soliton

destruction of a kink pair 0.18 Ewels et al. [11]
at a soliton

creation of a soliton pair 2.95 Ewels et al. [11]
annihilation of a soliton pair 0.15 Ewels et al. [11]

c formation of a kink pair 1.16 Ewels et al. [11]
at a H-soliton

destruction of a kink pair 1.35 Ewels et al. [11]
at a H-soliton

formation of a H2BC defect 0.29 Ewels et al. [11]
from 2 H-solitons

d expulsion of H2 0.96 Ewels et al. [11]
(removal of H2BC defect)

e creation of a kink pair at HBC 1.16 assumption
destruction of a kink pair at HBC 1.38 new
H-soliton splits to soliton & HBC 2.344/1.444 new

H2BC to 2HBC 0.845 new
HBC to soliton 1.986 new
(expulsion of H)
H2BC to HBC 2.1 new

(expulsion of H)

two standard equations from kinetic theory,

flux density = n
ν̄

4
and ν̄ =

3D

λ
(7)

where n = number density, ν̄ = average velocity, D =
diffusion coefficient and λ = hydrogen species mean free
path within silicon. If we assume that all of the hydrogen
species passing within one mean free path of the line are
caught, then it can be shown that the rate of H arrival at
a given site along the line is given by

rH =
3π

2
nLD (8)

where L is the width of a site. This equation makes the ze-
roth order assumption of a cylindrically symmetric stress
field about the dislocation line. Although the physical
stress field is more complicated, differences in H flux rate
at the line will be reflected in a shift of the temperature
regime; this is discussed further below.

We take D = 5 × 10−7 exp(−0.48/kBT ) ms−1, for
atomic hydrogen in crystalline silicon (c-Si) [38–41]. The
0.48 eV migration barrier comes from permeation exper-
iments of Van Wieringen and Warmoltz [38]. These show
that for temperatures ≈1000 K the diffusion coefficient
has an Arrhenius law form.

There have been some queries about the validity
of extrapolating the value for D down to and below
room temperature [42,43]. However, in the simulations
of this work we will be using temperatures between
500 K and 1000 K and quantum mechanical tunnelling

effects are only thought to become important below this
range [44–48]. This is supported by the work of Langpape
et al. [49] showing that hydrogen diffusion in c-Si under-
goes a sharp change in behaviour from D ∝ T n, with
n = .56 ± 0.3 to D ∝ exp(−0.48/kBT ) at about 200 K,
i.e. from a quantum tunnelling diffusion regime to a ther-
mally activated one.

Upon striking the line, we have the hydrogen atom
transform into a bond centred hydrogen defect. We also
include a soliton being struck and becoming hydrogenated.
These moves are equivalent, as we assume that the incom-
ing hydrogen is stabilized by its new surroundings in each
case, the only barrier to motion being that already de-
scribed in D.

We also ran simulations which assumed that the mo-
bile hydrogen species in bulk Si is the hydrogen molecule.
For H2 (neutral) the barrier to diffusion becomes [50]
0.73 eV, this being the barrier to motion of the molecule
between interstitial sites. This is close to the experimen-
tal value [56] of 0.78 eV. Thus in the H2 case, D =
5 × 10−7 exp(−0.73/kBT ). On arrival at the line, the
molecule becomes a H2BC -defect.

For interaction of HBC with Hsol we have allowed for
two cases. Since they can pass through each other with
a barrier the same as, or less than, HBC migration along
the line, we allow them to exchange places with the HBC

migration barrier. Alternatively, although energetically
unlikely, we have also included a second possible inter-
action

HBC + Hsol → H2BC + soliton. (9)
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To clarify, in our nkMC simulations we therefore include H
arriving at the line as a move that spontaneously creates
a HBC defect or replaces a soliton with a hydrogenated
soliton with the rate rH as given by equation (8) and
D = 5 × 10−7 exp(−0.48/kBT ). Whilst, inclusion of H2

is by a single move that creates a H2BC defect, once again
with a rate given by equation 8 but now with D = 5 ×
10−7 exp(−0.73/kBT ).

In each case we vary the relative concentration of the
mobile hydrogen species by varying n (number density) in
equation (8).

3.3 Hydrogen expulsion from the dislocation line

It has been shown that certain point defects in silicon can
act as recombination sites for hydrogen atoms, producing
H2 molecules [65]. This occurs for dopant atoms which
trap multiple H atoms, concentrating them together and
allowing them to re-bond. However, other point defects
(e.g. vacancies and interstitials) can act as dissociation
sites for H2, essentially as part of the passivation of their
dangling bonds [66].

In the case of the dislocation line, we have an extended
and moving defect with a long range (1/r) strain field
which draws in hydrogen species. Once at the line, the H in
general remains bound, and is geometrically restricted to
one dimension (motion along the line). This massively in-
creases the chances of H recombination, with recombined
H2 molecules able to pipe diffuse away along the disloca-
tion core.

This is implemented in our model by allowing defects
containing hydrogen to coalesce and form Si–H–H–Si (the
H2BC defect) followed by

Si − H − H − Si → Si − Si + H2. (10)

A first approximation to the barrier for this expulsion is
1.70 eV, this being the difference between the formation
energies of a H2BC -defect and a H2 molecule in a disloca-
tion core 7-fold ring.

However, in going from a point like defect to a freely
moving molecule (if confined to 1-D) we need to address
more fully the free energy of the H2 species since there
will be a significant increase in entropy.

Allowing for translational and rotational freedom of
the H2 gives us for an ideal gas flowing in 1-D,

S =
3
2
kB ln T. (11)

Assuming that the gas phase entropy of the molecule is
much greater than the entropy of H2BC then the change in
free energy for H2 expulsion from the line is now given by

∆G = ∆H − 3
2
kBT ln T (12)

with ∆H = 1.696 eV. It is this ∆G we use in our simula-
tions as the full barrier to H2 expulsion.

In vibrational terms we are essentially going from two
Si–H vibrations to a Si–Si lattice vibration and a inter-
stitial H2 molecular vibration. Si–H vibrations are typ-
ically around 1900–2200 cm−1 in hydrogenated vacan-

cies, platelets and surfaces, which should be locally simi-
lar to our H2BC case. This gives us an energy of around
4000 cm−1 in the first case, whilst in the second case the
Debye frequency of Silicon gives us ∼519 cm−1 and the
interstitial H2 molecule in silicon [51] is 3618.4 cm−1, a
total of ∼4100 cm−1. Hence, the entropy of vibration be-
tween the two cases, at least to a first approximation, can
be said to be equal.

We assume here that once the hydrogen is in a molecu-
lar form in the dislocation core it rapidly pipe diffuses out
of the system [11], and can therefore be removed from the
calculation. These moves are given in Section d of Table 2.

4 Assumptions

Addition of HBC and H2BC to the system adds a vast
range of new defect species, barriers and interactions to
the system. It is impractical to determine them all at an
ab initio level, so we have therefore made a number of
assumptions:

1. kink formation at HBC has the same barrier as that of
kink formation at a hydrogenated soliton;

2. a kink containing HBC migrates with the same barrier
as a kink containing a hydrogenated soliton;

3. HBC binds as strongly to a kink as it does to the main
dislocation line;

4. HBC -soliton interaction energies will be the same in a
kink as on the line;

5. H2BC is mobile through the formation and subse-
quent combination of neighbouring HBC (0.54 eV), i.e.
H2BC → 2HBC → H2BC ;

6. H2BC can only interact with a neighbouring kink via
the same H2BC break-up mechanism — i.e. they can-
not pass through each other as whole entities, or merge
in a single step to form a H2BC at a kink. Thus in effect
H2BC will act as a block to any passing kinks. Kinks
can however become doubly hydrogenated, by picking
up two HBC species.

Although the energies may not be precisely identical in
the cases grouped together above, where we have grouped
similar move-types together our reasoning is that they in-
volve similar processes and thus will have similar migra-
tion barriers. For example in the first assumption, both
processes involve a Si–Si bond breaking and formation
in the centre step of motion, and thus would be ex-
pected to have similar migration barriers. Different hy-
drogen motion steps are also involved, but our calculated
hydrogen migration barriers are significantly lower than
the barrier for hydrogenated-soliton kink motion (see be-
low) and so will not be the rate determining step for any
hydrogenated-kink motion. Likewise for binding energies,
we have grouped together defect types where the local
bonding environment for the hydrogen and silicon is sim-
ilar to that for a case which we have explicitly calculated.

Finally, we note that we have not incorporated the
effect of charging on the dislocation line. Charge transfer
between isolated solitons and dopants in the bulk may be
possible, and may also modify defect formation energies,
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for example the energy to create a soliton - hydrogenated
soliton pair from HBC at the dislocation core. Notably in
bulk Si, isolated H atoms are stable at the bond centred
site in the neutral and positive charge states, but as H−
they switch to the anti-bonding or tetrahedral sites.

The various values outlined above were used to param-
eterize many moves in the nkMC, of which a selection are
shown in Section e of Table 2.

5 Density functional method

In order to model hydrogen related defects in the disloca-
tion core at ab initio level we use AIMPRO [52], a den-
sity functional code operating under the local spin den-
sity approximation. Norm-conserving pseudo-potentials of
Bachelet et al. [53] are used. The system is modelled with
a 290 atom hydrogen terminated Si cluster Si168H122 con-
taining a 90◦ partial dislocation core and either H or H2

in various configurations.
A real-space basis is used, with 16 Gaussians per silicon

atom (4 each of s-, px-, py- and pz-symmetry) and 9 per
hydrogen atom to model the molecular wave-functions;
5 s-type Gaussians were used for the valence charge den-
sity per silicon and 2 per hydrogen (basis set tests have
previously been conducted for these systems [11]). The
structure is fully geometrically optimised, i.e. the self-
consistent energy E and the force on each atom were
calculated and the atoms moved by a conjugate gradi-
ent algorithm until structural equilibrium was attained.
Full geometric optimisation is necessary in order to ob-
tain accurate defect formation energies, since the strain
associated with hydrogen insertion causes significant lat-
tice relaxation in the surrounding material.

Defect formation energies are calculated by adding and
subtracting appropriate cluster energies, so for example,
the formation of a bond-centred H2 defect in the disloca-
tion core from two bond-centred H atoms is determined
from

∆H = E(C − H2) + E(C) − 2E(C − H) (13)

where E(C) is the total energy of the base silicon cluster,
E(C − H) total energy of the cluster containing H at the
dislocation core, etc.

6 Density functional results

Our previous work focused on the interaction of H with
solitons in the dislocation line [11] however it is also possi-
ble for H to sit in a bond centred site between two Si atoms
(HBC). This is the stable site for H(neutral) and H(+) in
bulk silicon and causes a dilation of the Si–Si bond by
around 40%. Hence it is likely that HBC will be more
stable at a dislocation core where the reconstructed Si–Si
bonds are already dilated by 3% and easily able to ex-
pand. Indeed we find that HBC binds to the line with an
energy of 1.07 eV compared to HBC in the bulk. In this
case HBC sits slightly off the bond-centre (Si–H–Si bond

angle of 166◦) with Si–H distances of 1.69 Å and Si–Si
distance of 3.35 Å. A schematic of the HBC defect in the
dislocation core can be seen in Figure 1.

H2 is unstable in a bond-centre in bulk Si due to the
lattice compression it exerts. Instead, one H atom moves
to an anti-bonding site forming the H∗

2 defect. In prin-
ciple H2 could adopt a bond-centred site if accompanied
with a shear orthogonal to the Si–Si bond, and this is
exactly the situation in the 90◦ partial dislocation core.
Thus unlike in bulk, Si bond-centred H2 at a 90◦ partial
dislocation core (H2BC) is stable. Two isolated HBC atoms
in bulk release 2.70 eV when forming H2BC at the dislo-
cation, while two HBC defects already in the dislocation
core can combine to H2BC releasing 0.56 eV. Note that if
they do so there is a higher energetic cost to separation;
two HBC atoms with one Si–Si bond separating them are
0.76 eV less stable than H2BC , since the intervening Si–
Si bond is dilated due to surrounding strain. A schematic
of the H2BC defect in the dislocation core can be seen in
Figure 2.

These new defect species can also interact strongly
with soliton defects in the dislocation core, since these
are Si dangling bond defects which the hydrogen can sat-
urate. Our previous calculations showed that HBC in the
bulk binds to a soliton in the core with a binding en-
ergy [11] of 2.56 eV. These new calculations show that
HBC in the dislocation core will also bind to a bare soliton
to form a hydrogenated soliton (Hsol), releasing 1.51 eV.
A schematic of the Hsol defect in the dislocation core can
be seen in Figure 3.

Part of the reason solitons do not appear to affect non-
hydrogenated dislocation motion [2] is the high energetic
cost of splitting a Si–Si bond at the dislocation core into
two solitons (2.8 eV [11]). HBC in the dislocation core can
split into a pair of solitons, one hydrogenated, the other
not. This requires only 1.29 eV, i.e. less than half that of
normal soliton pair formation. Thus bond-centred H can
catalyze soliton formation. However H2BC will not form
unhydrogenated solitons; indeed it can act as a sink for
unhydrogenated solitons, via the reaction

H2BC + soliton → HBC + Hsol

∆H = −0.95 eV. (14)

Thus we might expect at low [H] HBC will catalyze the
production of solitons, whereas at higher [H], H2BC will
act as a soliton ‘sink’. This transition is discussed further
in the context of the nkMC results.

We have calculated the migration barrier for HBC

along the dislocation line. The H atom moves by breaking
one Si–H bond and forming the next, while maintaining a
shared Si–H bond through this motion. Since the motion
therefore requires the breaking of a single bond and the
formation of another, we can trace the diffusion profile by
restricting the ratio of these two bond lengths r1 and r2

such that
r2
1 − r2

2 = c1 (15)

where c1 is a constant. By relaxing the system with differ-
ent values of c1 we obtain a diffusion profile. All other
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Fig. 1. Schematic showing a bond centred hydrogen defect
(HBC) in the core of a 90◦ partial dislocation core in silicon.
The dislocation line runs from left to right and moves in the
plane of the paper; the angled diagonal bonds are reconstructed
Si–Si bonds lying along the dislocation core.

Fig. 2. Schematic of the H2BC defect (i.e. two hydrogen atoms
in the same bond centre) in the core of a 90◦ partial dislocation
in silicon.

Fig. 3. Hydrogenated soliton defect in the dislocation core.

atoms are allowed to geometrically relax with no con-
straint. This reaches the mid-point of motion, bringing
the HBC to a reconstructed Si–Si bond centre of the op-
posite sign to those around it. A symmetrically equivalent
diffusion then moves it into the next reconstructed Si–Si
bond centre of the correct sign.

These calculations give the migration barrier for HBC

along the dislocation line to be 0.295 eV. This is consis-
tent with calculations for HBC in the bulk [54], where H+

was found to migrate with a barrier of ∼0.2 eV, and ex-
perimental bulk H+ measurements which give a value [55]
of 0.43 eV. We note that H diffusion barriers calculated
using LSDA are often lower than those given using GGA
by the order of ∼10%. For example calculations of H dif-
fusion on Si (001) surfaces give a barrier of 1.39 eV using
LDA and 1.55 eV with GGA (compared to 1.68 eV from
experiment) [57].

7 Line-wise nkMC results

In the nkMC simulations described here, run lengths of
ten million MC steps were used. As stated before the sys-
tem simulated was 1000 reconstruction bonds wide, biased

with an applied stress of 70 MPa, also the temperature T
was varied between 500 and 1000 K, in steps of 100 K.

Although highly studied, diffusion of hydrogen through
silicon is still not well understood. This is partly as it
diffuses as multiple forms: neutral H0, charged (H+, H−)
or as the molecule H2. H2 gas heated with silicon enters
as atomic hydrogen. The high activation energy of 3.6 eV
for the elimination of hydrogen from silicon at 500 ◦C also
suggests atomic hydrogen.

Although we accept that hydrogen most likely exists
in bulk Si as a mixture [58] of both H and H2, we ini-
tially model each separately, starting with neutral atomic
hydrogen striking the line. H atom concentration n, was
varied as 10m cm−3, in steps of m from 1 to 20.

Figure 4 shows contour plots of average concentration
of each defect component against temperature (K) and m.

Note that the concentrations are per reconstruction
bond and are quoted for the components of each defect.
Thus, for example, a hydrogenated soliton-kink complex
will contribute both to the concentration of kinks and of
hydrogenated solitons. The H2BC defect has width one,
whereas the H2BC -kink complex has width zero. This
means that the concentration of H2BC can reach a the-
oretical maximum of two, since in the case of an alter-
nating series of H2BC -kink complexes and H2BC defects,
there will be 2H2BC per reconstruction bond. For clarity
however we have rescaled the plots to run in all cases from
concentrations of 0 (no presence) to 1 (maximum possible
density for that species).

We also show rate of H2 expulsion, see Figure 5a.
Unfortunately, a common problem for MC simulations

is that nature rarely takes place on one time-scale. In the
system that we are investigating, the time-scale of the in-
teraction of the defects along the line is far faster than the
time-scale of motion of the line itself. This means that our
nkMC may automatically concentrate on the defect inter-
actions in certain regimes. This coupled with the variable
time-step of the nkMC means that for a given number of
MC steps, the nkMC may simulate a different length of
time depending on the temperature and influx of hydro-
gen. This can vary by orders of magnitude, which must
be taken into account in any analysis, and so a plot of
log(simulated time duration) is included in Figure 5b.

Essentially, if we reach a state were most of the pos-
sibly moves have low rates then equation (5) (which de-
termines the simulation time-step) will on average give a
longer step. Alternatively, in a state were most possibly
moves have high rates, then equation (5) gives the reverse
result and on average far shorter time-steps.

The identification of molecular hydrogen in silicon has
been a major challenge ever since an interstitial species
was first proposed by theory [59,60], and more recently it
has been shown to be involved in the annealing of the diva-
cancy in silicon [61]. Isolated hydrogen molecules are sta-
ble in c-Si [62–64], however only in perfect or near-perfect
Si. If the molecule is near stretched, distorted or other-
wise weakened Si–Si bonds, it dissociates with a substan-
tial gain in energy. This forms 2 Si–H bonds (our H2BC

defect) and a reduction in the strain associated with the
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Fig. 4. Results from atomic regime simulations. Concentration of (a) H2BC ; (b) bond centred hydrogen; (c) kinks; (d) solitons;
(e) hydrogenated solitons.
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Fig. 5. Results from atomic regime simulations. (a) Log of H2 expulsion rate; (b) Log of simulated time.

defect. For our second set of simulations we assume an
influx of H2 molecules. The H2 molecule concentration n,
was varied as 10m cm−3 in steps of m from 1 to 20, and
upon arriving at the line produced a H2BC -defect.

Plots commensurate with those in Figures 4 and 5 for
the molecular regime simulations are shown in Figures 6
and 7.

So as to carry out comparisons with the HEDG ex-
periments we also fitted Arrhenius plots to the final dislo-
cation line velocity in the two hydrogen type regimes for
each concentration, allowing determination of effective ac-
tivation energies EA and prefactors k. These are shown in
Figures 8 and 9, plotted against log of incoming hydrogen
species concentration for each regime.

8 Discussion

8.1 Hydrogen enhanced dislocation glide — HEDG

Experimentally, both activation energy and prefactor of
the dislocation line velocity decrease when HEDG takes
place [8], and indeed our results show both of these drops
(see Figs. 8 and 9). Our results even seem to reproduce
the experimental activation energy of 1.2 eV, showing
∼1.25 eV in the atomic simulations at a concentration
of 107 cm−3 and ∼1 eV in the molecular simulation at a
concentration of 105 cm−3. This suggests that if we can as-
sume a linear supposition of these two systems that HEDG
is primarily caused by atomic hydrogen striking the line,
but with molecular hydrogen lending some assistance.

For there to be an increase in the velocity of the line
due to an influx of hydrogen one would at first expect to
see a matching increase in a mobile hydrogen containing
defect. The two options we have for this are HBC and Hsol.
However, if we return to the fundamental theories of both
Hirth and Loathe [67], Kawata and Ishiota [68], both show
that a dislocation line is most likely to move rapidly when
a defect essentially affects an empty line and is allowed

to move the whole length before encountering a further
defect.

Hence the increases in all hydrogen species above
and around ∼1010 cm−3 in the atomic case (shown in
Figs. 4a, 4b and 4e) and above and around ∼1012 cm−3

in the molecular case (shown in Figs. 6a, 6b, 6e) actually
suggest that the line is becoming clogged, and is locking
up. This is especially true since the H2BC defect is not
very mobile, whose increase we see commensurate with an
increase in kinks.

Essentially, at these higher hydrogen concentrations,
H2 is occupying all available sites and so restricting the
possibility for kink formation. H2 also blocks kink motion
(both by being next to and within a kink) and so will
further slow dislocation line motion. This explains the in-
crease in kinks at these conditions. We shall explore these
issues in connection with hydrogen recombination in the
next section.

Experimentally, HEDG is observed in the tempera-
ture regime ∼650–750 K, and is suppressed above around
775 K. We see only a slight increase in the concentration
of some defect components as we go to higher tempera-
tures. However, we must bare in mind that at these ele-
vated temperatures hydrogen will be driven from of the
sample spontaneously via surface effects and out-diffusion
not related to dislocations. This would lead to a shift into
low concentration behaviours and so HEDG would indeed
stop. Further calculations could in future incorporate this
explicitly, via a modification of the H flux reaching the dis-
location line including temperature dependent stability of
H2BC , HBC and H2 in the bulk.

The secondary peaks in kink concentration in Fig-
ures 4c and 6c at lower hydrogen concentrations are due to
a shift in the timescale of the nkMC algorithm mentioned
earlier, and shown in Figures 5b and 7b. At lower rates
of H addition to the line, the nkMC shifts to longer time
scales and starts spontaneously generating kinks as op-
posed to the shorter timescales observed at higher [H]. If
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Fig. 6. Results from molecular regime simulations. Concentration of (a) H2BC ; (b) bond centred hydrogen; (c) kinks; (d) solitons;
(e) hydrogenated solitons.
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it were possible to run fixed time calculations over all [H]
these secondary peaks would most likely disappear.

8.2 Hydrogen recombination

If we compare Figure 8 with Figures 5a and 7a, as we go
towards the HEDG concentrations in both regimes we see
an increase in the rate of H2 expulsion (and hence hydro-
gen recombination) as the line becomes easier to move.
The expulsion rate then peaks as the line becomes harder
to move past the HEDG regime, and then saturates at a
lower rate after the activation energy peak.

This suggests that H2 is given off from the line as a by-
product of the HEDG process. Once we get past hydrogen
concentrations suitable for HEDG the simulations change
focus to concentrate on the hydrogens moving on and off
the line with the peak in H2 expulsion and the large de-
crease in the amount of time the simulations represent as
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Fig. 9. A log-log plot of prefactor against hydrogen arrival
species concentration. Broken line for atomic regime and solid
for molecular regime.

shown in Figures 5b and 7b, due to a large amount of high
rates moves keeping dt in equation (5) low.

After this the simulations suggest that if the incoming
hydrogen concentration goes far above the level required
for HEDG then further hydrogen arriving at the line slows
the progress of the dislocation. This is shown by the el-
evated H2BC and kink concentrations at [H] above those
for HEDG. In addition the time-scale of our simulation
begins to increase again as the line becomes clogged with
H2BC -defects.

We must also take into account that at ultra-high con-
centrations, the simulations begin to break down due to
a lack of moves that break free from the 1-D constraints
of the dislocation, for example moves that lead to platelet
formation. This would also lead to a further increase in
simulated time, since the simulation with its line com-
pletely choked with H2BC defects would have to resort to
very high barrier moves, which blocks high rate moves and
hence increases dt in equation (5).
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What is at first glance surprising is that the atomic
hydrogen regime achieves a higher H2BC peak than the
molecular one (see Figs. 4a and 6a). However we note that
a possible move for an incoming H2 molecule is to simply
move off the line into the dislocation core, whereas atomic
H must seek out a partner to achieve this. Coupled with
the lower migration barrier for atomic hydrogen approach-
ing the dislocation line, this allows a slightly higher build
up of H2BC along the line.

9 Conclusions

Our density functional calculations show that bond cen-
tred hydrogen is strongly stabilised in a 90◦ partial dis-
location core in silicon, due the relative dilation of the
Si–Si bonds compared to those in the bulk. In addition
the offset of the Si–Si bonds at the core allow for stable
incorporation of two H atoms into the same Si–Si bond
site, producing a canted ‘hydrogen bridge’ structure.

Our nkMC results suggest that HEDG occurs at H con-
centrations of around 107 cm−3 if the dominant H species
is atomic, or in the range 104–105 cm−3 for molecular hy-
drogen. We expect the actual case to be predominately
atomic hydrogen with additional support from molecular.

At higher H concentrations the line tends to saturate
with hydrogen, leading to higher concentrations of H2BC ,
kinks and kink-H2BC . This restricts the catalytic forma-
tion of new kink pairs, and thus at high [H] dislocation mo-
tion is actually impeded. In addition H2BC acts to block
kink motion along the line.

Experimentally HEDG is seen in the temperature
range ∼650–750 K and suppressed at higher temperatures,
which we do not observe. However, at these elevated tem-
peratures H will be driven from the sample, shifting be-
haviour into lower hydrogen concentration regimes and so
stopping HEDG.

As we approach HEDG conditions we show an increas-
ing production rate of H2 molecules at the dislocation core,
and if H in bulk Si occurs as atomic H then under HEDG
conditions a dislocation acts as an efficient H recombina-
tion site. In effect the dislocation can be seen as a hydro-
gen powered motor; absorbing atomic H as its fuel from
the surrounding lattice which then drives the production
and motion of kinks, and expelling H2 molecules as its
exhaust.

We note that fluorine enhanced dislocation glide
[FEDG] has also being been proposed [69], many of the ba-
sic structures being equivalent to those in the HEDG case.
Our method may also be applied to look for an equivalent
HEDG effect in diamond [70].

We would like to thank the Sussex High Power Computing
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and Robert ‘Bob’ Jones and Patrick Briddon the co-creators
of the AIMPRO code.
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